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EXECUTIVE SUMMARY 
 

This deliverable documents the development and deployment of the three SemaGrow 

demonstrators:  

¶ The Trees4Future/AgMIP Demonstrator, led by DLO;  

¶ The AGRIS website, led by FAO;  

¶ The Linked Open Data Hubs Demonstrator, led by AK.  

 

The Trees4Future/AgMIP demonstrator validates the SemaGrow system on the Heterogeneous Data 

Collections & Streams use cases. This demonstrator focuses on the support of scientific communities 

in the domain of agricultural and forestry modelling. Specifically, it supports end-users in preparing 

suitable input dataset for their modelling exercises from the wealth of heterogeneous big data 

collections and streams available, validating the integrative semantic capabilities provided by the 

SemaGrow Stack as well as its ability to search and retrieve large data volumes.  

The AGRIS demonstrator validates the SemaGrow system on the Reactive Data Analysis use cases. 

The AGRIS web Portal serves bibliographical data from the agricultural domain, combined with 

widgets that retrieve and show web resources that are relevant to the currently viewed bibliography 

item. The AGRIS demonstrator validates the usage of the SemaGrow Stack as part of the AGRIS 

backend workflow. It aims at validating that: the SemaGrow Stack helps IT experts to more easily 

extend the range of data sources federates under the AGRIS web Portal; the SemaGrow Stack is able 

to reactively search through big data in order to find results that are not voluminous.  

The AKStem-powered linked open data hubs application replaced the Agricultural Discovery Space 

(ADS) application based on the recommendations of the 2nd Review Meeting and the results arising 

from the R&D department of Agro-Know. It validates the SemaGrow system on the Reactive Resource 

Discovery use cases. The SemaGrow powered linked open data interface of each hub allows the 

retrieval of resources that are related with the resources of the hub but they are from other diverse 

data sources.  

This version of the deliverable integrates the recommendations provided by the Reviewers through 

the Final Review Report, dated 07/01/2016. 
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1.1 Purpose and Scope 

The present deliverable documents the development and deployment of the service demonstrators 

for SemaGrow. Following the terminology adopted in WP2, we use here Use Case Categories to refer 

to the main areas of focus of WP6: 

¶ Heterogeneous Data Collections and Streams, led by DLO. The Trees4Future/AgMIP user 

application has been identified as the appropriate demonstrator. 

¶ Reactive Data Analysis, led by FAO. The AGRIS web portal has been identified as the 

appropriate demonstrator. 

¶ Reactive Resource Discovery, led by AK. The Linked Open Data Hubs application has been 

identified as the appropriate demonstrator. 

By use case we mean a sequence of actions meant to address a given information goal. Use cases as 

ǊŜŦŜǊǊŜŘ ǘƻ ƛƴ ǘƘƛǎ ŘŜƭƛǾŜǊŀōƭŜΣ ŀǊŜ ƳŜŀƴǘ ǘƻ ǎŜǊǾŜ ŀǎ ŀ ōŀǎƛǎ ŦƻǊ ǘƘŜ ŜǾŀƭǳŀǘƛƻƴ ƻŦ ŘŜƳƻƴǎǘǊŀǘƻǊΩǎ 

features. By pilot trials we refer to the evaluation of the developed demonstrators. We call them 

pilots to emphasise the fact that they will be performed with real users, as opposed to the technical 

evaluation that is performed using the automated methods developed in WP4 Rigorous Experimental 

Testing. 
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2. IŜǘŜǊƻƎŜƴŜƻǳǎ 5ŀǘŀ /ƻƭƭŜŎǘƛƻƴǎ ϧ {ǘǊŜŀƳǎ 

2.1 Overview 

The focus for the development and deployment of the second Pilot Trees4Future / AgMIP 

demonstrator is on extending the first pilot demonstrator (see deliverables D6.2.1 for definition and 

D6.3.1 for evaluation results) with additional capabilities supporting a broader range of requirements 

from the end user communities. 

The development of the first pilot demonstrator focussed for a large part on the capabilities to work 

with relatively large data sources (with sizes varying from Gtriples to several Ttriples). It implemented 

metadata search to support the discoverability of datasets and support to configure selections from 

these datasets (variable selection, temporal and spatial extents) and download the configured 

integrated subset in a format fit for the end users. 

In the second pilot demonstrator the aim is to extent the available capabilities by also focussing on 

the support of heterogeneity. The first demonstrator was taken as a starting point that allowed 

building on the already developed functionality for big datasets.  

The SemaGrow Stack and the underlying triple store were preserved and extended with triplified 

data from the AgMIP repository of crop trials, a global source of heterogeneous data collected over 

different institutions. The Stack was also extended to support the conversion of resulting RDF data 

streams into a usable format for end users. 

On the client side, the metadata search function was extended to support the querying and provision 

of result sets for both the first demonstrator (ISIMIP) and additional AgMIP datasets, also offering 

additional functions to be able to logically combine these datasets.    

2.2 SemaGrow Stack Deployment 

The Trees4Future / AgMIP second pilot demonstrator is developed as an end-user interface on top of 

the SemaGrow Stack to support the discovery, querying and downloading of heterogeneous datasets 

for the purpose of the agricultural and forestry scientific and modeller community. For that purpose 

and more specifically for extension of the data store with a new type of data of interest to this user 

community to achieve more heterogeneity the following federation has been deployed: 

¶ A triple store containing the metadata of a few thousand datasets, hosted at the NCSR-D 

cluster, to support the data discovery functionality of the demonstrator.   

¶ A constellation of triple stores containing triplified agricultural big datasets hosted partly on 

the IPB cluster (some Ttriple size datasets) and NCSR-D (some smaller Gtriple size datasets). 

¶ A triple store containing crop trial data harvested from the repositories of the AgMIP 

initiative, and hosted at the NCSR-D cluster 

¶ The AGROVOC endpoint that provides the natural-language labels of the terms of the 

AGROVOC vocabulary and the relations between these terms; it is made publicly available by 

FAO, independently of SemaGrow. 
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As with the previous pilot, the SemaGrow rdfCDF toolkit1 was used to transform the RDF data stream 

ǊŜǘǳǊƴŜŘ ōȅ ǘƘŜ {ǘŀŎƪΩǎ ŜƴŘǇƻƛƴǘ ǘƻ the NetCDF format that fits to the needs of the user community. 

It has to be noted that AgMIP and ISI-MIP are not interoperable, since they follow different 

conventions for the variable names and the values in these variables: 

¶ ISI-MIP2 follows the CF Conventions vocabulary3 

¶ AgMIP4 follows the ICASA Master Variable List5 

We used mappings between CF Conventions and AGROVOC and between the ICASA Master Variable 

List and AGROVOC in order to homogenize them. Using AGROVOC as the intermediate (rather than 

directly mapping between the two) has the advantage of providing access to the hypernym/hyponym 

structure of AGROVOC. This was exploited by adding AGROVOC to the federation, so that keyword 

searches by the clients application are expanded at the server side to also include direct hypernyms 

and hyponyms of the terms matching the client keywords. 

2.3 Development and deployment 

2.3.1 Client  

Figure 2.1 and Figure 2.3 show the updated design for the metadata search function, while Figure 2.3 

shows the implemented metadata search client application form. The following extensions have been 

implemented on the client side to support these extended capabilities of the second Pilot 

demonstrator: 

¶ Queries can now be defined over ISIMIP and AgMIP data sources. 

¶ The interface allows the selection of a retrieved dataset and uses its spatial extent to initiate a 

new search query, thus restricting the search spatially. The rationale behind this function is 

that it allows to use the spatial extent of a crop trial (which usually is a single latitude-

longitude coordinate) to select additional data that covers that extent and select the data for 

download. As an example it would allow a user to download future temperature data from 

the ISI-MIP archive, selecting only the contained time-series of data for the gridcell that 

covers the specific crop trial, thus providing additional data that could be used for climate 

impact projections on the trial location. 

 

                                                                 

1 Please cf. Section 4.2, D5.1.2 Semantic Store Infrastructure and http://bitbucket.org/dataengineering/rdfcdf  
2 Please cf. http://www.isi -mip.org  
3 Please cf. http://cfconventions.org  
4 Please cf. http://www.agmip.org  
5 Please cf. http://research.agmip.org/display/dev/ICASA+Master+Variable+List  

http://bitbucket.org/dataengineering/rdfcdf
http://www.isi-mip.org/
http://cfconventions.org/
http://www.agmip.org/
http://research.agmip.org/display/dev/ICASA+Master+Variable+List
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Figure 2.1: Design sketch of 2nd Trees4Future-AgMIP Pilot demonstrator (metadata search) 

 

¶ A list of concepts related to the entered search terms are available and can be used to 

configure new and extended queries. This extends the client side support for semantic 

functions, allowing client driven querying of datasets that include terms that are related to 

the terms provided by the user   

¶ Middle-ware components that translate the user input to SPARQL request for the Stack and 

ǇǊƻŎŜǎǎ ǘƘŜ {ǘŀŎƪΩǎ replies are updated to support the extended interface. 

¶ The metadata query results show more detailed information (as also requested in the Pilot 1 

evaluation) on the returned datasets and distinguishes between the different data types (in 

this case ISIMIP and AgMIP) 
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Figure 2.2: Design sketch of 2nd Trees4Future-AgMIP Pilot demonstrator (metadata query results) 

2.3.2 SemaGrow Stack 

On the SemaGrow Stack side the following extensions have been implemented: 

¶ Addition of a (distributed) triple store providing a set of triplified AgMIP crop experimental 

datasets 

¶ Extension of the Stack side middle-ware with a component that is able to translate the RDF 

data stream provided by the SemaGrow Stack to a user-defined data format (JSON) to be 

returned to the end-user 
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Figure 2.3: Metadata search interface of 2nd Trees4Future-AgMIP Pilot demonstator 

2.4 Benefits of using the SemaGrow Stack 

The SemaGrow Stack delivers the following benefits: 

¶ Provision of a single endpoint for different sources and types of data that can be 

transparently queried and downloaded by the developed demonstrator and potentially other 

applications. 

¶ Potentially able to also support the semantic support that is currently implemented on the 

client side. 

It has to be noted that also some of the previously foreseen benefits are not provided by the 

SemaGrow Stack, mostly related to the lack of semantic support provided through the Stack and the 

limited capabilities to handle e.g. spatial queries and analytics.  

2.5 Targeted user groups and Testing 

The Trees4Future/AgMIP Demonstrator targets the following user groups:  

¶ Agro-environment modelling scientists (end users): ability to thematically search across 

heterogeneous dataset collections and to select sub-datasets based on spatio-temporal 



 D6.2.2b: Pilot Deployment FP7-ICT-2011.4.4 

Page 14 of 28 

restrictions as well as restrictions on measurement values. Success will be measured by user 

satisfaction on the produced datasets and by determining correctness and completeness of 

the returned results.  

¶ IT support for end-users (developers): ability to automatically filter and combine datasets 

without developing custom scripts for each modelling experiment that needs to be prepared. 

/ǳǎǘƻƳ ǉǳŜǊƛŜǎ ƴŜŜŘ ǘƻ ōŜ ŘŜǾŜƭƻǇŜŘΣ ōǳǘ ŜŦŦƻǊǘ ƛǎ ŀƭƭŜǾƛŀǘŜŘ ōȅ {ŜƳŀƎǊƻǿΩǎ ƘŀƴŘƭƛƴƎ ƻŦ 

heterogeneity. Success will be measured by achieved reduction in effort to prepare 

experimental datasets and by the experiences regarding ease of integration into real-life 

applications of Stack capabilities from the actual demonstrator developers that have 

implemented the SemaGrow demonstrators.  

Pilot trials to evaluate the developed second demonstrator will be performed by evaluators from 

these user groups and evaluation exercises and criteria will be accommodated to the requirements of 

these groups. 

2.6 Next steps 

Implementation of the demonstrator is finalized and currently exposes a limited set of the potential 

wealth of data available and lacks the required semantic support offered by the SemaGrow Stack. 

Although evaluation results and the specific outcomes on these issues for the second pilot 

demonstrator are not available yet, it is expected that future work should concentrate on these 

issues, as well as on improvement of the performance for selection from big data sets (as already 

concluded from the evaluation of the first pilot).   
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3. wŜŀŎǘƛǾŜ 5ŀǘŀ !ƴŀƭȅǎƛǎ 

3.1 Overview 

The Reactive Data Analysis use case relies on the AGRIS6 website ŀƴŘ ƻƴ ǘƘŜ C!hΩǎ ƻƴgoing effort to 

enrich the knowledge provided by the AGRIS database (a bibliographic catalogue of resources in the 

domain of agricultural science and technology) with as much information as possible from related 

web resources. In fact, it is very important for AGRIS users ς especially for researchers ς to have 

access to those valuable pieces of information that usually are not exposed in a database or that are 

not accessible by a web service, like scientific results published in web blogs and other web 2.0 tools 

and media. The information about discovered web resources in the AGRIS domain is presented in the 

form of widgets on the AGRIS web Portal. These widgets complement the main presentation that 

shows bibliography data retrieved from the AGRIS database. In order to implement this use case, we 

make use of the AgroTagger7 semantic classification engine, developed by FAO (outside of 

SemaGrow): it is a machine learning toolkit that assigns AGROVOC URIs to textual content and, in the 

context of this use case, it was modified to extract other metadata as the title of a web resource and 

its description. 

In the Reactive Data Analysis use case, we will validate how SemaGrow technologies can be used to 

retrieve data from different data sources for mining and analysis. Unlike the Heterogeneous Data 

Collections & Streams use case, we are not validating against bulk retrieval and preparation of a 

complete dataset; conversely, we aim at selecting small pieces of information out of large-scale 

datasets, making use of queries driven by a data analysis process and aiming at defining the 

άǊŜƭŜǾŀƴŎŜέ ƻŦ ǎŜƭŜŎǘŜŘ ǇƛŜŎŜǎ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ.  

Since the AGRIS web portal already relies on querying SPARQL endpoints to retrieve bibliography 

entries and related resources, the envisaged SemaGrow Stack deployment fully supports its 

functionality without any changes, but also provides two additional functionalities:  

¶ The ability to integrate heterogeneous datasets without customizing queries to the different 

vocabularies used in such datasets; 

¶ The ability to remain reactive even when retrieving information from very large datasets, 

exploiting the SemaGrow ability to efficiently retrieve some resources even when fetching all 

resources would be prohibitively slow.  

The former of these functionalities corresponds to a manual query customization and, in some cases, 

to the development of completely new backend code for specialized APIs. This manual preparation 

will provide the basis of comparison for measuring the benefit of deploying SemaGrow technologies 

to the IT people who develop the AGRIS web portal. The latter functionality supports a new AGRIS 

feature, which is currently under active development at FAO: it aims at identifying and ranking web 

content that is relevant to the bibliography item currently displayed by AGRIS. This functionality will 

provide the basis of comparison for measuring the benefit of using SemaGrow technologies to define 

a ranking system that combined different datasets.  

                                                                 

6 http://agris.fao.org/  
7 https://github.com/fcproj/agrotagger  

http://agris.fao.org/
https://github.com/fcproj/agrotagger
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3.2 SemaGrow Stack Deployment 

The AGRIS demonstrator acts as the end-user interface for a SemaGrow Stack deployed by UAH on 

NCSR-D servers. This deployment federates:  

¶ The AGRIS endpoint that exposes AGRIS bibliography data; it is publicly available 

independently of SemaGrow.  

¶ The Crawler database endpoint that exposes AgroTagger annotations over web crawled 

results; it is hosted and prepared by IPB using tools by FAO.  

The SemaGrow Stack endpoint that federates these endpoints has been prepared and deployed by 

UAH in the context of this task and is hosted at NCSR-D in the context of Task 5.1.  

3.3 Development and Deployment 

The demonstrator is based on the following main components: 

- The SemaGrow Stack, which federates databases listed in section 3.2 of this document. The 

public SPARQL endpoint is provided by NCSR-D8. In addition to that, FAO installed a local copy 

of the SemaGrow Stack in a FAO internal server, which will be used to sustain the process 

after the end of the project. 

- The Recommender System - a JAVA component prepared and hosted by FAO. This system 

computes meaningful intersections between the AGRIS database and other databases 

federated by the SemaGrow Stack. 

- The Recommender Triple store, which is hosted by FAO9 and prepared by FAO with NCSR-D 

support. This triple store is computed by the recommender system, on top of the federation 

provided by the SemaGrow Stack; in this sense, the SemaGrow Stack acts as a backend for the 

recommender system which populates the recommendation database to provide new data to 

the AGRIS website, in order to enrich the knowledge about the topic provided by a 

bibliographic record.  

- The front-end widget in the AGRIS website, which allows showing to the AGRIS community 

relevant information extracted from the databases federated by the SemaGrow Stack.  

An important achievement for the AGRIS website is the federation of the AGRIS core database with 

the Crawler database. The Crawler database exposes AgroTagger annotations over web crawled 

results. The web crawler is a customized version of Apache Nutch: it harvests web pages starting 

from a list of pre-selected websites that are known to be in the agricultural domain. The crawled web 

pages are automatically annotated by AgroTagger and indexed in the Crawler Database, an RDF store 

that links each discovered web resource to a set of AGROVOC URIs. Then, the recommender system 

makes use of the SemaGrow Stack to discover ranked meaningful combinations between the AGRIS 

bibliography entries and the crawled web pages.  

The development plan described in Deliverables 6.1.2 and 6.2.1 was completed. The most visible 

result is the widget available in the AGRIS website. 

                                                                 

8 http://143.233.226.43:8080/SemaGrow/sparql  
9 http://202.45.139.84:10035/catalogs/fao/repositories/crawler  

http://143.233.226.43:8080/SemaGrow/sparql
http://202.45.139.84:10035/catalogs/fao/repositories/crawler
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Figure 3.1 The SemaGrow widget in the AGRIS website 

 

 

Figure 3.2 An AGRIS mashup page displaying an AGRIS bibliographic record with related information computed making 

use of the SemaGrow Stack 

3.3.1 The Recommender triple store 

The recommender triple store is a set of triples produced by the recommender system10, a system 

entirely based on JAVA and prepared by FAO. The recommender system uses the SemaGrow Stack to 

compute meaningful combinations between the AGRIS core database and other datasets federated 

by SemaGrow (mainly, the Crawler dataset). A naïve approach ǘƻ ŘŜŦƛƴŜ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ άƳŜŀƴƛƴƎŦǳƭ 

combinatioƴǎέ is based on counting the number of AGROVOC URIs in common between resources 

from the Crawler database and resources from the AGRIS bibliographic database. Thus, considering 

an AGRIS bibliographic record, we can state that we want to recommend those resources from the 

                                                                 

10 https://github.com/fcproj/recommender  

https://github.com/fcproj/recommender


 D6.2.2b: Pilot Deployment FP7-ICT-2011.4.4 

Page 18 of 28 

Crawler Database having as much AGROVOC URIs as possible in common with the AGRIS 

bibliographic entry. 

The recommender system is hosted by FAO and runs as required as new data is periodically 

generated by the web crawler. The output of the recommender system is a set of triples that feed the 

recommender triple store. Then, the AGRIS website accesses the recommender triple store to show 

to the AGRIS community relevant resources related to AGRIS records and computed with the support 

of the SemaGrow Stack.  

Further information can be obtained as follows: 

- Annex A of this document provides additional details about the algorithm implemented by the 

recommender system.  

- The entire process and technical the implementation of the components are described in the 

ǇǳōƭƛŎŀǘƛƻƴ ά5ƛǎŎƻǾŜǊƛƴƎΣ LƴŘŜȄƛƴƎ ŀƴŘ LƴǘŜǊƭƛƴƪƛƴƎ LƴŦƻǊƳŀǘƛƻƴ wŜǎƻǳǊŎŜǎέ11. 

After the end of the project, FAO will continue to extensively use the recommender system in 

combination with the local installation of the SemaGrow Stack, to enrich the AGRIS mashup pages 

with new data sources, and to keep the information extracted from the web up to date.  

 

Figure 3.3 Generation of the Recommender Database, which contains meaningful combinations between the AGRIS 

bibliographic database and the Crawler Database 

3.4 Benefits using the SemaGrow Stack 

- Using the SemaGrow Stack as an intermediate layer allows adding additional SPARQL 

endpoints to the federation without modifying the code of the recommender system: one 

piece of software for all target triple stores.  

- Using the SemaGrow Stack is very performant and allows enriching the knowledge exposed by 

the AGRIS website. 

                                                                 

11 Celli F, Keizer J, Jaques Y et al. Discovering, Indexing and Interlinking Information Resources. F1000Research 2015, 

4:432 (doi: 10.12688/f1000research.6848.2) 
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FAO has already started the process of computing ranked intersections between the Crawler 

database and the AGRIS core database. The recommender system ran in a CentOS 5 environment 

with the following configuration: 

- Processor: Intel(R) Core(TM) i7 2.80GHz 

- Recommender system: 2GB RAM on an 8GB RAM machine, hosted in Rome 

- AGRIS SPARQL endpoint: hosted in Malaysia, by FAO 

- Crawler Database SPARQL endpoint: hosted in Serbia, by IPB 

- SemaGrow Stack: hosted in Athens, by NCSR-D 

The algorithm was executed on 775,297 AGRIS URIs, generating 19,738,145 triples for the 

recommender triple store. For each AGRIS URI, the computation of combinations required 1.89 

seconds on average. The execution time range was between 1.4 and 3.02 seconds for each AGRIS 

URI. Differences depended on three aspects: 

- number of AGROVOC URIs for a given AGRIS URI, which affects the response time of the 

AGRIS SPARQL endpoint; 

- specificity of an AGROVOC concept; broader concepts are associated to many web URLs, so 

they affect the response time of the Crawler Database SPARQL endpoint; 

- network speed and delays. 

It is important to remember that this is an offline process that runs periodically to keep the dataset 

up to date. End users querying AGRIS resources will never have to wait for these processes as they 

have already been performed. Thus, the aforementioned response times are perfectly acceptable. 

3.5 Targeted user groups and Testing 

The AGRIS demonstrator targets the following user groups, which will be addressed for the second 

pilot trial:  

¶ AGRIS web Portal developers (web developers): ability to incorporate new data sources with 

minimal or no back-end software development. Success will be measured by reduction in 

effort to federate a new data source and use the recommender system to compute 

recommendations.  

¶ AGRIS analysis module developers (data mining and machine learning experts): ability to 

reactively experiment with new relevance and ranking models. This scenario is related to the 

implementation of a new recommender system on top of the SemaGrow Stack, to cope with 

new data sources that need to be displayed in an AGRIS widget. The scenario is compared 

with an alternative experiment where SemaGrow Stack is not used. Success will be measured 

by reduction in effort to prepare and time to execute experiments, as well as the number of 

lines of code to develop the recommender system with and without the SemaGrow Stack. 

3.6 Next steps 

The deployment of the demonstrator has been completed. The next step will be running and 

completing the second pilot trial. In addition to that, the entire process implementing the 

demonstrator will be installed in FAO internal servers to continue using it after the end of the 

SemaGrow project. 
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4. wŜŀŎǘƛǾŜ wŜǎƻǳǊŎŜ 5ƛǎŎƻǾŜǊȅ 

4.1 Overview 

Based on the recommendations of the 2nd Review Meeting and the results arising from the R&D 

department of Agro-Know, a new application was developed to replace the Agricultural Discovery 

Space (ADS), the AKstem-powered linked open data hubs. 

4.1.1 Overview of the AKstem-powered linked open data hubs 

AKstem (http://www.akstem.com) is currently the core product of Agro-Know. It helps organizations 

and individuals to open, share, disseminate and reuse agricultural research information. One of the 

new services of AK Stem is the automatic generation of the open data hubs for each data provider 

that wants to publish his collections in a big network like AGRIS (http://agris.fao.org). An example of 

such an open data hub is presented in figure 4.1.  

 

Each open data hub includes three sections: 

1. one section that allows the discovery of agricultural bibliographic information; 

2. one section that allows the reuse of the agricultural information of the specific data provider 

through a RESTful Search API; 

3. one section that allows linking the information with data from other relevant data sources. 

 

 
Figure 4.1: Example of an AKstem-powered linked data hub 

 

The linked data section of the open data hub was built in the context of the SemaGrow project. In the 

following figure, the layout and the main functionalities of the linked data section is presented. The 

linked data section provides the ability to build and test a query that retrieves information from the 

SPARQL end point of the SemaGrow stack. Examples of queries are also provided to the user. 
 

http://www.akstem.com/
http://agris.fao.org/
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Figure 4.2: The SemaGrow-powered linked open data interface 

 

The SemaGrow powered linked open data interface of each hub allows the retrieval of resources that 

are related with the resources of the hub but they are from other data sources. In this context, a 

Linked Data Hub for the bibliographic information of 5 content providers was set up. In the next 

sections the analytics for each hub will be presented. 

4.1.2 Demonstrator architecture 

The overall architecture of the AKstem open data hubs is presented in the following Figure. To 

support the linked data interface for the agricultural information, to record the log files and to 

extract the necessary analytics for the usage and content of open data hubs, we have added in the 

context of the SemaGrow project new modules to the architecture as depicted in the following 

diagram. 
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Figure 4.3: The overall architecture of the SemaGrow-powered linked open data hubs 

 

The main components of the architecture are  

¶ the Drupal module for the management of the content of open data hub. The content 

includes the landing page, the browse by page and the data re-use pages.  

¶ the metadata aggregation workflow of the AK Stem (formerly Data Platform) which is 

responsible for the aggregation of the bibliographic metadata from the data providers. All the 

aggregated metadata records are transformed to RDF and stored in a triple store that 

participates in the SemaGrow federation. 

¶ the indexer and the search engine powered by elasticsearch. The search engine was used to 

build a Search API that is used by remote applications, such as the open data hubs, to discover 

agricultural bibliographic information searching in the big indexer.  

¶ the Drupal module responsible for the open data hub search functionalities. This module is 

connected to the elasticsearch powered search API.  










